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focused on parallel-perspective stereo mosaics from a
dominantly translating camera, which is the typical

] ] prevalent sensor motion during aerial surveys. A rotating
This paper analyzes different aspects of the error camera can be easily controlled to achieve the desired

characteristics of parallel-perspective stereo mosaics motion. On the contrary, the translation of a camera over a
generated from an airborne video camera MoOVINg |arge distance is much hard to control in real vision
through a complex three-dimensional scene. First, we gppjications such as robot navigaton [8] and

show that theoretically a stereo pair of parallel- gnyironmental monitoring [6, 9]. We have previously

perspective mosaics is a good representation for an ghown [5-7] that image mosaicing from a translating
extended scene, and the adaptive baseline inherent to th§.gmera raises a set of different problems from that of

geometry permits depth accuracy independent of absolutegjrcylar projections of a rotating camera. These include
depth. Second, in practice, we have proposed a 3D gjtable mosaic representations, the generation of a
mosaicing technique PRISM (parallel-ray interpolation  gseamless image mosaic under a rather general motion with

for stereo mosaicing) that uses interframe match 10 yotion parallax, and epipolar geometry associated with
interpolate the camera position between the original multiple viewpoint geometry.

exposure centers of video frames taken at discrete spatial

steps. By analyzing the errors introduced by a 2D In this paper we will give a thorough analysis on various
mosaicing method, we explain why the "3D mosaicing" aspects of the error characteristics of 3D reconstruction
solution is important to the problem of generating smooth from parallel-perspective stereo mosaics generated from
and accurate mosaics while preserving stereoscopic feal video sequences. It has been shown independently by
information. We further examine whether this ray Chai and Shum [10] and by Zhu, et al [5,6] that parallel-
interpolation step introduces extra errors in depth Perspective is superior to both the conventional
recover from stereo mosaics by comparing to the typical Perspective stereo and the recently developed multi-
perspective stereo formulation. Third, the error perspective stereo for 3D reconstruction, in that the
characteristics of parallel stereo mosaics from cameras adaptive baseline inherent to the parallel-perspective
with different configurations of focal lengths and image 9eometry permits depth accuracy independent of absolute
resolutions are analyzed. Results for mosaic construction depth. However, this conclusion is obtained in an ideal
from aerial video data of real scenes are shown and for case —i.e. enough samples of parallel projection rays from
3D reconstruction from these mosaics are given. We & “virtual camera” with ideal 1D or 2D motion can be
conclude that (1) stereo mosaics generated with the generated from a complete scene model. In the practice of
PRISM method have significantly less errors in 3D Stereo mosaicing from a real video sequence, however, we
recovery (even if not depth independent) due to the need to consider the errors in the final mosaics versus
adaptive baseline geometry; and (2) longer focal length is camera motion types, frame rates, focal lengths, and scene

Abstract

better since stereo matching becomes more accurate.  depths. The analysis of the error characteristics of 3D
construction from real stereo mosaics will be the focus of
this paper.

1. Introduction First we will show why an efficient “3D mosaicing”

techniques are important for accurate 3D reconstruction
There have been attempts in a variety of applications to from stereo mosaics. Obviously use of standard 2D
add 3D information into an image-based mosaic mosaicing techniques based on 2D image transformations
representation. Creating stereo mosaics from two rotatingsuch as a manifold projection [11] cannot generate a
cameras was proposed by Huang & Hung [1], and from a seamless mosaic in the presence of large motion parallax,
single off-center rotating camera by Ishiguro, et al [2], particularly in the case of surfaces that are highly irregular
Peleg & Ben-Ezra [3], and Shum & Szeliski [4]. In these or with large different heights. Moreover, perspective
kinds of stereo mosaics, however, the viewpoint -- distortion causing the geometric seams will introduce
therefore the parallax -- is limited to images taken from a errors in 3D reconstruction using the parallel-perspective
very small area. Recently our work [5,6,7] has been geometry of stereo mosaics. In generating image mosaics
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with parallax, several techniques have been proposed to
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explicitly estimate the camera motion and residual i
parallax [9,12,13]. These approaches, however, are 0 Y . Y,
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computationally intense, and since a final mosaic is

represented in a reference perspective view, there could
be serious occlusion problems due to large viewpoint

differences between a single reference view and the rest of
the views in the image sequence.
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We have proposed a novel “3D mosaicing” technique
called PRISM (parallel ray interpolation for stereo ) )
mosaicing) [7] to efficiently convert the sequence of © yt mosaic
perspectivdmages with 6 DOF motion into the parallel- A L
perspective stereo mosaics. In the PRISM approach, fixationplane YeHIF -y HIF left mosaic
global image rectification eliminates rotation effects, Fig. 1. Parallel-perspective stereo geometry. Both
followed by a fine local transformation that accounts for ~mosaics are built on the fixation plane, but their unit s in
the interframe motion parallax due to 3D structure of the Pl —each pixel represents H/F world distances.

scene, resulting in a stereo pair of mosaics that embodies) 1 Parallel-perspective stereo model

3D information of the scene with optimal baseline. This \yithout loss of generality, we assume that two vertical 1-
paper further examines (1) whether the PRISM process of ¢ojymn slit windows havel,/2 offsets to the left and right
image rectification followed by ray interpolation of the center of the image respectively (Fig. 1). The "left
introduces extra errors in the following step of depth gye" yiew (left mosaic) is generated from the front slit
recovery; and (2) whether the final disparity equation of window, while the "right eye" view (right mosaic) is
the stereo mosaics really means that the depth recovenyenerated from the rear slit window. Thearallel-
accuracy is independent of the focal length and abso"Jteperspective projection modeif the stereo mosaics thus

depths. To show the advantages of the stereo mosaiCsgenerated can be represented by the following equations
depth recovery accuracy is analyzed and compared to the[e]

typical perspective stereo formulation. Results for mosaic —y =

truction f ial video data of real X =% =F Xz
construction from aerial video data of real scenes are _ i
shown and for 3D reconstruction from these mosaics are yr: FY/H +(2/0-1) dj2 (1)
given in the paper. Several important conclusions for y,—FY/H - (ZIH-1)dy2 _ _
generating and using stereo mosaics will be made basedvhereF is the focal length of the camert, is the height

on our theoretical and experimental analysis. of a fixation plane(e.g., average height of the terrain).
Eq.(1) gives the relation between a pair of 2D points (one

. from each mosaic), xiy) and .y, and the

2. Parallel-Perspective Stereo Geometry corresponding 3D pointX,Y,2. It serves a function
similar to the classical pin-hole perspective camera model.
Fig. 1 illustrates the basic idea of the parallel-perspective A generalized model under 3D translation is given in [7].
stereo mosaics. Let us first assume the motion of a camerarhe depth can be computed as (from Eq. (1) )
is an ideal 1D translation, the optical axis is perpendicular y Ay
to the motion, and the frames are dense enough. We can ~ £=H==H@+77) @)
generate two spatio-temporal images by extracting two y y
columns of pixels (perpendicular to the motion) at the
front and rear edges of each frame in motion. The mosaic by=d+4y = FB/H (3)
images thus generated are similarp@arallel-perspective ) ) )
images captured by a linear pushbroom camera [14],S the "scaled" version of the baseliBg Ay =y, -y is
which has perspective projection in the direction the "mosaic displacemerit'in the stereo mosaics.
perpendicular to the motion and parallel projection in the Displacemently is a function of the depth variation of the
motion direction In contrast to the common pushbroom Scene around the fixation plart¢. Since a fixed angle
aerial image, these mosaics are obtained from two between the two viewing rays is selected for generating
different oblique viewing angles of a single camera’s field the stereo mosaics, the "disparities)(of all points are
of view, one set of rays looking forward and the other set fixed; instead a geometry of optimal/adaptive baselines
of rays looking backward, so that a stereo pair of left and (by) for all the points is created. In other words, for any
right mosaics can be generated as the sensor moves
forward, capturing the inherent 3D information. ! We use “displacement” instead of “disparity” since it is related to the
baseline in a two view-perspective stereo system

XY.9

where
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point in the left mosaic, searching for the match point in 3D recovery, matches are only carried out between the
the right mosaic means finding an original frame in which two final mosaics. This section gives a brief summary of
this match pair has a pre-defined disparity (by the distancethe techniques in the three steps, as the base for the error
of the two slit windows) and hence has an adaptive analysis in the following section. Algorithms and
baseline depending on the depth of the point (Fig. 1). discussions in detail can be found in [6,7].

2.2. Depth resolution of stereo mosaics
In a pair of parallel-perspective stereo mosaics, depth is h S hani b lized t
proportional to the image displacemefyy (Eq.(2)). Since The stereo mosaicing mechanism can be generalized 1o
' C ) the case of 3D translation if the 3D curved motion track
Ayis measured in discrete images, we assume that thehas a dominant translational motion for generating a
image localization resolution isdy pixels (usually parallel projection in that direction [7]. Under 3D
dy<=1) in the stereo mosaics, so thdy=0,+ dy, translation, seamless stereo mosaics can be generated in
the same way as in the case of 1D translation. The only

3.1. Image rectification

+ 20y, .... The depth resolution in the parallel- . . X X :
y _ _ P . P difference is that viewpoints of the mosaics form a 3D
perspective stereo s a constant va(g. 2) curve instead of a 1D straight line. Further, the motion of
oz :iay:constant 4 the camera can be generalized to a 6 DOF motion with
y some reasonable constraints on the values and rates of

which is a contrast to the two-view perspective stereo changes of motion parameters of a camera [6,7] (Fig. 3a),
where the depth error of a point is proportional to the which are satisfied by a sensor mounted in a light aircraft

square of the depth (Eg. 9a-6) in Appendix). with normal turbulence. There are two steps necessary to
_ . generate a rectified image sequence that exhibits only 3D
gy Multiple viewpoints ¢ Two V'eWP°'”té translation, from which we can generate seamless

mosaics:

1) Camera orientation estimationAssuming an internally
pre-calibrated camera, the extrinsic camera parameters
(camera orientations) can be determined from our aerial
instrumentation system (GPS, INS and a laser
profiler)[15] and a bundle adjustment technique [16]. The
detail is out the scope of this paper, but the main point
0Z,>0Z1 here is that we do not need to carry out dense match
between two successive frames. Instead only sparse tie

a) parallel stereo b) perspective stereo . . S . .
@p (b) persp points widely distributed in the two images are needed to
Fig. 2 Depth resolution of stereo mosaics estimate the camera orientations.
Ideally, for parallel-perspective stereo, depth resolution is 3D path of the camera: 3D rotation + 3D translation

independent of absolute depths of scene points and of the ()
focal length of the camera used to generate the stereo
mosaics. In addition, the image resolutions in the vy
direction are the same no matter how far scene points are.
The reason is that due to the parallel projection in the y Path of the camera: 3D translation
direction, parallel rays intersect in the 3D scene points (b) X o~ Dominant motion tﬂection Y
instead of converging rays (Fig. 2). ¥ =SS - Skl i gl

ominant motion direction

Original image frames

3. Stereo Mosaicing from Real Video @ a7 Rectified imiage frames

_ Fig. 3. Image rectification. (a) Original and (b) rectified image sequence.
In the PRISM approach for large-scale 3D scene modeling

from real video, the computation of "match” is efficiently 2) Image rectification A 2D projective transformation is

distributed in three steps: camera pose estimation, image2PPlied to each frame in order to eliminate the rotational
mosaicing and 3D reconstruction. In estimating camera components(Fig. 3b). In fact we only need to do this kind
poses (for image rectification), only sparse tie points of transfor.mat|or1 on two narrow slices in each frame that
widely distributed in the two images are needed. In Will contribute incrementally to each of the stereo
generating stereo mosaics, matches are only performed fofnosaics. The 3D motion track formed by the viewpoints
parallel-perspective rays between small overlapping ©f the moving camera will have a dominant motion

regions of successive frames. In using stereo mosaics fordirection (¥) that is perpendicular to the optical axis of the
"rectified" images.
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3.2. Ray interpolation

How can we generate seamless mosaic from video of aPaper.

translating camera in a computational effective way? The
key to our approach lies in the parallel-perspective
representation and an interframe ray interpolation
approach. For each of the left and right mosaics, we only
need to take a front (or rear) slice of a certain width

(determined by interframe motion) from each frame, and
perform local registration between the overlapping slices
of successive frames (Fig. 4), then generate parallel
interpolated raysetween two known discrete perspective

views for the left (or right) mosaic.

Since we will use the mathematical model of the ray
interpolation in the following error analysis, let us

examine this idea more rigorously in the case of 2D
translation after image rectification when the translational
components in the Z direction is small [6]. We take the
left mosaic as an example (Fig. 4). First we define the
central column of the front (or rear) mosaicing slice in
each frame as fixed ling which has been determined by

the camera'’s location of each frame and the pre-selection

of the front (or rear) slice window (Fig. 4, Fig. 5). An
interpretation plane (IP) of the fixed line is a plane
passing through the nodal point and the fixed line. By the
definition of parallel-perspective stereo mosaics, the IPs
of fixed lines for the left (or right) mosaic are parallel to
each other. Suppose th&,(S) is the translational vector
of the camera between the previous®)(Iframe of
viewpoint (T, T;) and the current ®) frame of view
point (T,+S,, Ty+S)) (Fig. 4). We need to interpolate
parallel rays between the twixed linesof the 1st and the
2nd frames. For each poinky,)(to the right of the T
fixed line yo,=d,/2) in frame(Ty, Ty), which will contribute

to the left mosaicwe can find a corresponding point(

y,) (to the left of the 2 fixed line) in frame T,+S,,
T,+S)). We assume thak({, y;) and &, y») are represented

with super-resolution, but this will not be discussed in this

(Tx*+Sc, Ty*+S)

(T« Ty)

19'fixed line
Yo= dy/2

IP of

interpolated
*\ fixed line

\

\

\//

Fig. 4. View interpolation by ray re-projection

The reprojected ray of the poin{X,Y,Z) from the
interpolated viewpointTy, Ty) is

d d
06, ) =D =2 (-0, ] ®)
y

and the mosaicing coordinates of this point is

d d
(e 3m) =l +38 = 0= i+ 21 )
where

txi:F Txi/ H y tyi:F Tyi/ H. (8)

are the "scaled" translational components of the
interpolated view. Note that the interpolated rays are also
parallel-perspective, with perspective in tkedirection
and parallel in they direction.

3.3. 3D reconstruction from stereo mosaics

In the general case, the viewpoints of both left and right
mosaics will be on the same smooth 3D motion track.
Therefore the corresponding point in the right mosaic of
any point in the left mosaic will be on an epipolar curve

in their own frame coordinate systems, and intersect at agetermined by the coordinates of the left point and the 3D

3D point (X,Y,4. Then the parallel reprojected viewpoint
(T, Tyi) of the correspondence pair can be computed as

=T +(y1_dy/2) (5)

T =
y Y1—Y2

yi Syv Tyi =Tx +§(ryi _Ty)
Sy

where Ty; is calculated in a synthetic IP that passes

through the pointX,Y,4 and is parallel to the IPs of the

fixed lines of the first and second frames, afg is

calculated in a way that all the viewpoints betwe@gT{)

and [[+S,, T,+S)) lie in a straight line. Note that Eq. (6)

also holds for the two fixed lines such that wharr d,/2

(the first fixed line), we haveT, T,)=(T, T,), and when

y» = d,/2 (the second fixed line), we havé,, T,)=(T«*S,

T,+S). We assume that normally the interframe motion is

large enough to havg-1 > d/2>y,+1. A super dense

image sequence could generate a pair of stereo mosaic

motion track. We have derived the epipolar geometry of
the stereo mosaics generated from a rectified image
sequence exhibiting 3D translation with tiiecomponent
dominant [7]. Under 2D translation T(Ty), the
corresponding point,y;) in the right-view mosaic of any
point (x,y) in the left-view mosaic will be constrained to
anepipolar curve

Ay
Ay+dy
AX=Xe =X, By =y, —y
where by (y;,4y) =ty (y; +dy +4y) =t (y)] is the

baseline function of;, and Ay, andty(y,) is the “scaled™
translational component (as in Eq. (3) or (8)) of the
griginal frames corresponding to columpn in the left

Ax = by (y;,4y) (9)
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mosaic. HenceAx is a nonlinear function of positioy as clearly visible to human eyes. Moreover, perspective
well as displacememty , which is quite different from the  distortion causing the geometric seams will introduce

epipolar geometry of a two-view perspective stereo. The €f0rs in 3D reconstruction_ using the parallel-perspective
reason is that image columns of differgptin parallel- geometry of stereo mosaics. In the example of stereo
perspective mosaics are projected from different MOSaIcs of the UMass campus scene [18], t_he distance
viewpoints. In the ideal case where the viewpoints of between the front and the rear slice windowsljs= 192
stereo mosaics form a 1D straight line, the epipolar curvesPixels, and the average height of the aerial camera from
will turn out to be horizontal lines. the ground isH = 300 meters (m). The relativg
displacement of the building roof (to the ground) in the

The depth maps of stereo mosaics were obtained by usingftereo mosaics is abody = -29 pixels. Using Eq. (2) we
the Terrest system designed for perspective stereoCan compute that the "absolute" depth of the roof from the
match[17] without modification. The Terrest system was ¢amera isZ = 254.68 m, and the "relative” height of the
designed to account the illumination differences and roof to the ground is4zZ = 4531 m. A 4-pixel
perspective distortion of stereo images with largely misalignment in the stereo mosaics will introduce a depth
separated views by using normalized correlation and (height) error ofdZ = 6.25 m, though stereo mosaics have
multi-resolution un-warping. Further work is needed to rather large "disparity"d, =192). While the relative error
apply the epipolar curve constraints into the search of of the "absolute” depth of the rooB4/2) is only about
correspondence points in the Terrest to speedup the matcl2.45%, the relative error of its "relative" heighd4/4z) is
process. Currently we perform matches with 2D searchas high as 13.8%. This clearly shows that geometric-
regions estimated from the motion track and the maximum seamless mosaicing is very important for accurate 3D
depth variations of a scene. estimation as well as good visual appearance. It is
especially true when sub-pixel accuracy in depth recovery
In parallel-perspective stereo mosaics, since a fixed angleis needed [17].
between the two sets of viewing rays is selected, the
disparities of all points are pre-selected (by mosaicing)
and fixed; instead the geometry of optimal/adaptive
baselines for all the points is created. From the parallel-

%edr:psﬁg\éit s;gerter(])e %eeorg;]etgc, ;heoigtep;z d a%Ceur?rﬁé 'esfast 3D mosaicingalgorithm [7] based on the proposed
pet P P . 9€ PRISM method. It only requires matches between a set of
resolution. However, there are two classes of issues tha\tpoint pairs in two successive images around thgiching
n_eed to be carefully studied in stereo mosaics from re_al line, which is defined as a virtual line in the middle of the
video sequences. First, 3D recovery from stereo mosaics

need a two-step matches, i.e., interframe matching (and.tWO fixed lines (see Fig. 5). The pair fiatching curves

ray interpolation) to generate the mosaics, and the in the two frames is then mapped into the mosaic as a

correspondences of the stereo mosaics to generate a dep trl]tghrlggt %:f}f; y l:j::g t;ri raé/r:gizisgl%tlo\:lvaerqlijr?tlo; s(zz-of
map. Does the ray interpolation step introduce extra P g y Ping

errors? Second, the final disparity equation of the stereomgpcil#lategu:sgl?&saf ig?;ds bgn;hioc?;;r(;lﬂfcﬂms ertzg
mosaics does not include any focal length. Does it means 9 P 9

. ."and the fixed line in each of the two frames. Here we
that the depth recovery accuracy from stereo mosaics ISassume that each triangle is small enough to be treated as
really independent of the focal length of the camera that 9 9

captures the original video? We will discuss these two a planar region.

In principle, we need to match all the points between the
two fixed lines of the successive frames to generate a
complete parallel-perspective mosaic. In an effort to
reduce the computational complexity, we have designed a

issues in the following sections. Using sparse control points and image warping, the
proposed 3D mosaicing algorithm only approximates the

4. Error Analysis of Ray Interpolation parallel-perspective geometry in stereo mosaics (Fig. 9),
. o but it is good enough when the interframe motion is small

4.1. Comparison of 3D vs. 2D mosaicing (e.g., Fig. 10 and Fig. 11). Moreover, the proposed 3D

First, we give the rationale why “3D mosaicing” is s0 mosaicing algorithm can be easily extended to use more
important for 3D reconstruction from stereo mosaics by a feature points (thus smaller triang|es) in the over|apping
real example. Fig. 5 shows the local match and ray slices so that each triangle really covers a planar patch or
interpolation of a successive frame pair of a UMass a patch that is visually indistinguishable from a planar

campus scene, where the interrame motionsis§) = patch, or to perform pixel-wise dense matches to achieve
(27, 48) pixels, and points on the top of a tall building (the trye parallel-perspective geometry.

Campus Center) have about 4 pixels of additional motion i ) _ ) )
parallax. As we will see next, these geometric While we are still working on 3D camera orientation

misalignments, especially of linear structures, will be estimation using our instrumentation and the bundle
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adjustments [15], Fig. 9 shows mosaic results where For example, for a point P that lies between two poipt P
camera orientations were estimated by registering theand B on the grids of the image Qwe find its match
planar ground surface of the scene via dominant motion between point @ and Q on the grids of the image O
analysis. However the effect of seamless mosaicing is Then the color of the point P can be better interpolated by
clearly shown in this example. Please compare the resultsusing points @ and B since they are closer to the point P
of 3D mosaicing (parallel-perspective mosaicing) vs. 2D in space.

mosaicing (multi-perspective mosaicing) by looking along
many building boundaries associating with depth changes
in the entire4160x1536 mosaics at our web site [18].
Since it is hard to see subtle errors in the 2D mosaics of
the size of Fig. 9a, Fig. 9b and Fig. 9c show close-up

windows of the 2D and 3D mosaics for the portion of the . L . h h
scene with the tall Campus Center building. In Fig. 9b the perspective projection (F'g'. 7). Note that We express these
) ) points in their corresponding frame coordinate systems

multi-perspective mosaic via 2D mosaicing has obvious : - :
L . instead of the mosaicing coordinate system for easy
seams along the stitching boundaries between two frames,

It can be observed by looking at the region indicated by notatpns; the mappings from these points t.c.) the
. . : mosaicing coordinates are straightforward. The pwii
circles where some fine structures (parts of a white blob

and two rectangles) are missing due to misalignments. Asusually reprojected from an interpolated viéngenerated

X . ; from a match point pairy; and y, in two existing
expected, the parallel-perspective mosaic via 3D . : o
o . L consecutive view®; andO,. The localization error of the
mosaicing (Fig. 9c) does not exhibit these problems.

pointy; depends on the errors in matching and localizing
pointsy; andy,. Analysis (see Appendix) shows that even
if the depth from two successive viev@ and O, cannot

Eive us good 3D information (as shown by the large pink

In order to answer the first question, we formulate the
problem as follows (under 1D translation): Given an
accurate poiny; = -d,/2 in view Osthat contributes to the
right mosaic, we try to find a match poiyt=+d/2 in a
view that contributes to the left mosaic with parallel-

4.2. Errors from ray interpolation
In theory, the adaptive baseline inherent to the parallel-

perspective geometry permits cjepth accuracy indepepden rror region in Fig. 7, Eq. (a-6)), the localization error of
of a;SOIULe depth. H%wevler, clin pra}ctlc?, two hquesctjlons the interpolated point (i.e. the left ray &) is quite small
need to be answered related to local match an AY(Eq. (a-5). It turns out that such depth error of stereo
interpolation. First, since we use motion parallax between mosaics is bounded by the errors of two pairs of stereo
two successive frames, will Fhe small base!lne betweenvieWS 0,405 and 0,+Os, both with almost the same
frames introduce Iarge errors in ray interpolation? Second’"optimal" baseline configuration as the stereo mosaics.
is there any r_esolutlo_n gain or '05?’ glue to the change 0sting Eqg. (a-6), and also considering the resolution
the perspe(_:twg projection of original _frames _to the changes in the mosaics discussed above, the depth
parallel projection of the stereo mosaics for different estimation error of stereo mosaics can be derived as
depths?
H .
=—,if Z <H

The answer to the second question is relatively simple: A ‘aj _|ody 9
simple transformation of perspective frames to parallel- ay| D(i’ Z ). if Z >H

perspective mosaics does introduce resolution changes in dy dy

images (Fig. 6). Recall that we build the mosaics on a where pixel localization errorgy is measured in the

flxatlon_ p'aﬂe of the deptt. It_ means that the image mosaics rather than in the original frames as in Eq. (a-6).
resolution in the stereo mosaics are the same as theSO the resolution los&Z&H) and enhancemenZH) are
orlg_lnal frames only for points on plarjﬁ. However, for reflected in Eq. (9). Comparing Eq. (9) with Eq. (4), it can
regions vyhose depths are less t!hara 3|mp_le parallelray po oen that the depth error of the "real" stereo mosaics
re-sampling process will result in resolution loss. On the generated by ray interpolation is related to the actual
other har_ld, regions whose depths are Ia_rger_ thaould . depth ) of the point instead of just the average debth
have their resolution enhanced by sub-pixel interpolation. Therefore, in practice the depth accuracy is not
This tells us that if we select the fixation plane above all independént of absolute depth. Nevertheless, parallel-
the scene points, we can make full use of the 'Mage herspective stereo mosaics still provide a stereo geometry
re_solutlon of the or|g|na_l V|pleo frames. However, if we with a pre-selected and fixed disparity and adaptive
still want to keep the fixation plane between the Scene ,qqjinag for all the points of different depths. Here are

points, we can still preserve th_e image resolution for t_he four conclusions that are very important to the generation
nearer pomts_ by_asuper-samplmg Process. For the points, g applications of the stereo mosaics (refer to the
below the fixation plane, resolution could be better equations in Appendix):

enhanced by using sub-pixel interpolation between a pair
of frames as illustrated in Fig. 6, assuming that we are Conclusion 1. In theory

the depth f llel-
performing a sub-pixel match for the ray interpolation. © depth accuracy of parate

perspective stereo is independent of absolute depths;
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however, in practice, the depth error of the stereo In stereo mosaics, the error in depth estimate comes from
mosaics is roughly proportional to the absolute depth of a the localization error of the stereo displaceméptwhich
point. consists of two parts: the mosaic registration edtmrand

the stereo match erra¥b,. The first part mainly comes

Conclusion 2. Parallel-perspective stereo is apparently from the baseline estimation (i.e. “calibration”) errs,
more accurate than two-view perspective stereo. Parallel- py the following equation:
perspective stereo mosaics provide a stereo geometry with _Fx (10)
adaptive baselines for all the points of different depths, %, "H
and depth error is better than a linear function of whereH is the depth of the fixation plane in generating
absolute depth. In contrast, the two-view perspective the mosaics. From Eq. (2) the depth error part due to the
stereo has a fixed baseline, and the depth error is a mosaic error is
second order function of absolute depth. &, =idbl - F x5 (11)

_ _ _ _ dy dy
Conclusion 3. Ray interpolation does not introduce extra gecond, the depth estimation error due to the stereo match
errors to d(_apth estimation from parallel-_persfpectlv_e error db, depends on how big db,-pixel footprint is on
stereo mosaics. The accuracy of depth estimation usinge ground. Since the image resolution of a point of depth
stereo mosaics via ray interpolation is comparable to the 4 'ihe image of the focal length is F/H (pixels/meter),

case of two-view perspective stereo with the sameyne gjze of the footprint on the ground will be (Fig. 8)
"adaptive” baseline configurations (if possible).

H
Obviously, stereo mosaics provide a nice way to achieve oY :Edbz (12)

such configurations. Obviously shorter focal lengths produce larger footprints.,

) . ) ~hence lower spatial resolution This part of the depth error
Conclusion 4. The ray interpolating accuracy is can be expressed as

independent of the magnitude of the interframe motion. _F o, _H (13)
This means that stereo mosaics with the same degree of 2 ‘EW ‘E&Z

accuracy can be generated from sparse image SEQUENCESy e that the same depth accuracy in terms of stereo

Zfevgilrl r:;dense ones, given that the interframe matChe%atching is achieved for different focal lengths since the
: larger baseline in the case of the wider field of view

exactly compensates for the larger footprint on the ground
5. Error Analysis versus Focal Lengths with parallel projections (Fig. 8). The total depth error is

_H
5.1. Selecting focal length and image resolution - d*y(abl + ) (14)

It is well known that in stereo vision, a large baseline g,
will give us better 3D accuracy in 3D recovery. The E H
geometric property of the parallel-perspective stereo :d*ydB“Ld*yabz
mosaics also indicates that a Iarggr ang!e bgtween the tWQNhOSG: differences will be explained in the following:
sets of rays of the stereo mosaics will give us larger
baselines B, in Fig. 1), hence better 3D accuracy. It (1). If the registration error in generating mosaics is
seems to tell us that a wide-angle lens (with shorter focal independent of the focal length, which could be the case
length) could give us larger baselines and hence betterwhen the relative camera orientation is directly estimated
stereo mosaic geometry than a tele-photo lens (with longerfrom interframe image registration and bundle
focal length). However, one must consider several factorsadjustments, then Eq. (14) shows that depth error is
that affect the generation of the stereo mosaics and theindependent of the focal length (Fig. 8). However, since a
correspondence of the stereo mosaics, to see this argumersimaller focal length (wide FOV) means a larger angle
is not necessarily true. between the two set of left and right rays of the stereo

. i iven th me distan f the slit windows), it
First we assume that the camera has the same number ol;nosa cs (give e same distance of the s dows),

pixels no matter what the focal length (and the field of will mtroduce !arge_r match|r_19 er_rcfspz due to occlusion,

. . . . : ; . perspective distortion and illumination changes of large
view) is. A simple fact is that wider field of view (FOV), .

. ; separated view angles.

i.e., shorter focal length always means lower image

resolution (which is defined as themumber of pixels per (2) If the absolute camera orientation (and hence the
meter length of the footprint on terrginOur question is:  baselineB,) is estimated from other instrumentation other

(15)

given the same distance of the two slit windowd(in than image registration, the registration error in generating
pixels), what kind of focal length gives us better depth mosaics will be proportional to the focal length (Eq. (10)).
resolution, the wide angle lens or the telephoto lens? This means the same baseline error will introduce larger
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mosaic registration error if larger focal length is used. In mosaic displacements are encoded as brightness so that
this case, Eq. (15) should be used to estimate the deptthigher elevations (i.e. closer to the camera) are brighter. It
error, which indicates that given the baseline estimate should be noted here that the parallel-perspective stereo
error 8B, larger focal length will introduce larger error in  mosaics were created by the proposed 3D mosaicing
the first part due to the multiplication d¥, and smaller  algorithm, with the camera orientation parameters
error in the second part due to the smaller stereo matchestimated by the same dominant motion analysis as in Fig.
error d,. As it is hard to give an explicit function of the 9. Here, the fixation plane is a "virtual" plane with an
stereo match error versus focal length (and view average distancé#=385 m) from the scene to the camera.
difference), it is roughly true that the second part is Fig. 10d and Fig. 11d show the distributions of the mosaic
dominant using a normal focal length. In this case, a displacements of the real stereo mosaics in Fig. 10 and
shorter focal length (and wider view direction difference) Fig. 11. It can be found that thely displacement

in generating stereo mosaics will introduce larger match distribution of the telephoto stereo mosaics has almost a
error due to lower image resolution, significantly larger zero mean, which indicates that the numbers of points
occlusion and more obvious illumination differences. On above and below the virtual fixation plane are very close.
the other hand, too long a focal length will result in too In the depth map of the wide-angle mosaics, more points
short baselines, hence too big enlargement of theon tree canopies can be seen. For both cases, most of the
calibration error in the images. Therefore, it is possible to pixels have displacements within -10.0 pixels to +10.0
find an optimal focal length if we can specify a stereo pixels. Using Eq. (2) we can estimate that the range of
matching error function versus the focal length (field of depth variations of the forest scene (from the fixation
view), considering the texture and depth variation of the plane) is from -24.0 m (tree canopy) to 24.0 m (the
terrain and the size of the stereo match primitives in stereoground).

images. Quantitatively, we have the following conclusion: Fig. 12 and Fig. 13 show close-up windows of the stereo

Conclusion 5. Ideally, estimating depth error of stereo mosaics and the depth maps for both telephoto and wide-
mosaic is independent to the focal length of the cameraangle cameras. By comparison, the telephoto stereo
that generates the stereo mosaics. However, in practicemosaics have much better spatial resolutions of the trees
longer focal length will give better 3D reconstruction and the ground, and have rather similar appearance in the
from the stereo mosaics, due to the finer image resolution, left and right views. In contrast, the left and right wide
less occlusion and fewer lighting problems if a angle stereo mosaics have much large differences in
reasonably good baseline geometry can be constructed. illumination and occlusion, as well as much lower spatial

. . resolution. The large illumination differences in the wide-
5.2. Experimental analysis angle video are due to the sunlight direction that always
As an example, Fig. 10 an Fig. 11 compare the real made the bottom part of a frame brighter (and sometime
examples of 3D recovery from stereo mosaics generatedoversaturated) than the top part (Fig. 13d). From the
from a telephoto camera and a wide angle camera for theexperimental results, we can see that better 3D results are
same forest scene. The average height of the airplare is obtained from the telephoto stereo mosaics than from the
= 385 m, and the distance between the two slit windows Wide-angle stereo mosaics.

for both the telephoto and wide-angle stereo mosaids is

= 160. The focal length of the telephoto cameraig E 6. Conclusions

2946 pixels and that of the wide angle camera jg.~ In the proposed stereo mosaicing approach for large-scale
461 pixels (which were estimated by a simple calibration 3D scene modeling, the computation of "match" is
using the GPS/INS/laser range information with the efficiently distributed in three steps: camera pose
camera, and the results from image registration). In both estimation, image mosaicing and 3D reconstruction. In
cases, the size of the original frames are 720 (x)*480(y) estimating camera poses, only sparse tie points widely
where the camera moved in the vertical (y) direction. By a distributed in the two images are needed. In generating
simple calculation, the image resolution of the telephoto stereo mosaics, matches are only performed for view
camera is 7.65 pixels/meter and that of the wide-angle interpolation between small overlapping regions of
camera is 1.20 pixels/meter. successive frames. In using stereo mosaics for 3D

The depth maps of stereo mosaics were obtained by usingc o o™ matches are only carried out between the two
b b y q’inal mosaics, which is equivalent to finding a matching

the Terrest system based on a hierarchical sub-pixel dens?rame for every point in one of the mosaics with a fixed
correlation method [17]. Fig. 10c and Fig. 11c show the disparity

derived "depth" maps (i.e., displacement maps) from the
pairs of telephoto and wide angle parallel-perspective In terms of depth recovery accuracy, parallel-perspective
stereo mosaics of the forest scene. In the depth mapsstereo mosaics provide adaptive baselines and fixed
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The localization error of the poing;, which determines the O
mosaicing accuracy(Eq. (7)), depends on the errors in matching
and localizing pointsy; and y,, which can be derived by H/2
differentialing Eq. (a-4) by botl; andys,:
(Y1=Y2)=(y1-dy /2) (y1-dy/2) H
|0Sy; |= Syl |9y, [+ [9y2 1]
e -v2)? Chew?

By assuming thapy, =dy, =dy, and usingz = FSy l(y1-Y2) »
we can conclude that 2H

0Syi :E (3-5) P'l Q1 P I;;QZ

ay F

Fig. 6. Resolution changes from perspective projection (solid rays

from O1) to parallel projection (dashed rays). In a simple ray

interpolation where each pixel in the mosaics is only from a single

frame, resolution remains the same for plane H, reduces to half (gray
2 dots) for plane H/2, and could be two times (the original black dots

ozf __zZ _Z° (a-6) pus the interpolated white dots) for plane 2H. With image

oy 12 Y1~ y2 FSy interpolation from more than one frames, image resolution can be

Apparently smaller interframe motion will introduce much  better enhanced by sub-pixel interpolation (see text).This figure
larger depth estimating error (see the pink region in Fig. 7). The shows the case where parallel rays are perpendicular to the motion.

where F is the focal length. It is interesting to note that
interpolating accuracy is independent of the magnitude of the
interframe motionS,. For comparison, the depth error from the
two consecutive frames @0, is

depth estimation from stereo mosaics can be written as However, same principle applies for the left and right views of the
By-Syi F stereo mosaics.
z=F2X N ="(B, -s)
Yi—yz dy

where we inserty; = -d/2 and y=+d /2. This equation is
equivalent to Eqg. (2). Using Eq. (a-5), the depth estimation error
of stereo mosaics can be expressed by

oz| _z (a-7)

oyl 3 dy
It turns out that the depth error of stereo mosaics is bounded by
the errors of two view stereos €0; and Q+Os, both with
almost the same adaptive baselines as the stereo mosaics, i.e.

9z |97 9Z| (a-8)
Ohs 193
(a) Stitching line /matching curve 1
|[JllllJU|.lllJJtll , T . ) .
[ Vo I"if IR (T T T Fig. 7. Error analysis of view interpolation. While depth estimation for
__-.,ll.r two consecutive frames is subject to large error, the localization error of
xe_d i the interpolated ray for stereo mosaics turn out to be very small
\ Telephoto stereo mosaics
i )
(b) Fixed line = A

Wide angle
stereo mosaics,

"

Fig. 5. Examples of local match and triangulation for the left mosaic.
Close-up windows of (a)the previous and (b) the current frame. The
green crosses show the initially selected points (which are evenly
distributed along the ideal stitching line) in the previous frame and its
initial matches in the current frame by using the global transformation.
The blue and red crosses show the correct match pairs by feature
selection and correlation (red matches red, blue matches blue). The
fixed lines, stitching lines/curves and the triangulation results are
shown as yellow.

Fig. 8. Depth error versus focal lengths (and fields of view). Note that
rays are parallel due to parallel projections, which gives the same depth
accuracy with different focal lengths since the larger baseline in the
case of the wider field of view compensates the larger footprint on the
ground. However, in practice, stereo mosaics from a telephoto camera
have better depth accuracy because of better stereo match.
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Fig. 9. Parallel-perspective mosaics of the UMass
campus scene from an airborne camera. The (parallel-
perspective) mosaic (a) is the left mosaic generated
from a sub-sampled "sparse” image sequence (every
10 frames of total 1000 frames) using the proposed
3D mosaicing algorithm. The bottom two zoom sub-
images show how 3D mosaicing deals with large
motion parallax of a tall building: (b) 2D mosaic result
with obvious seams (c) 3D mosaic result without
seam.

EReACACACAC)

Fig. 10. Stereo mosaics and 3D reconstruction of a
166-frame telephoto video sequence. The size of
each of the original mosaics is 7056*944 pixels. (a)
left mosaics (b) right mosaics (c) depth map
(displacement Ay from 33 to -42 is encoded as
brightness from 0 to 255) (d) depth (displacement)
distribution (canopies above the fixation plane:
negative displacement; points below the fixation
plane: positive displacement)
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Fig. 11. Stereo mosaics and 3D reconstruction of a 344-frame wide angle video sequence. The size of each of the original mosaics
is 1680*832 pixels. (a) left mosaics (b) right mosaics (c) depth map (displacement Ay from 33 to -42 is encoded as brightness from

0 to 255) (d) depth (displacement) distribution(canopies above the fixation plane: negative displacement; points below the fixation
plane: positive displacement)

Fig. 12. Zoom regions of the telephoto stereo mosaics in Fig. 10 show high resolution of the trees and good appearance similarity
in (a) the left and (b) the right mosaics, and hence produce (c) good 3D results.

‘)} sun
camera
d Right 'Ir_nerﬂsa‘c
mosaicd /M u
\' ‘terrain
/'\/\/‘\J/ ™~

Fig. 13. Zoom regions of the wide angle stereo mosaics in Fig. 11 show much lower resolution of trees and largely different
illuminations, perspective distortions and occlusions in (a) the left and (b) the right mosaics, and hence produce (c) less accurate
3D results. (d) The camera moves toward the sun so the bottom part is always brighter (and sometime over-saturated) than the top
part of each frame due to the sunlight reflection. It is an unusual case that you take a photo both along and against the direction of
light. The right mosaic comes from the bottom part while the left mosaic comes from the top part of video frames.
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