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#### Abstract

For evaluating the contents of trucks, containers, cargo, and passenger vehicles by a non-intrusive gamma-ray or X-ray imaging system to determine the possible presence of contraband, three-dimensional (3D) measurements could provide more information than 2D measurements. In this paper, a linear pushbroom scanning model is built for such a commonly used gamma-ray or x-ray cargo inspection system. Accurate 3D measurements of the objects inside a cargo can be obtained by using two such scanning systems with different scanning angles to construct a pushbroom stereo system. A simple but robust calibration method is proposed to find the important parameters of the linear pushbroom sensors. Then, a fast and automated stereo matching algorithm based on free-form deformable registration is developed to obtain 3D measurements of the objects under inspection. A user interface is designed for 3D visualization of the objects in interests. Experimental results of sensor calibration, stereo matching, 3D measurements and visualization of a 3D cargo container and the objects inside, are presented.
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## 1. INTRODUCTION

With the ongoing development of international trade, cargo inspection becomes more and more important. Quite a few X-ray or gamma $(\gamma)$-ray cargo inspection systems have been put into practical uses ${ }^{5,6,7,15}$. In this paper, a non-intrusive gamma-ray imaging system ${ }^{15}$ will be used as an example to describe our research work. This system produces gammaray radiographic images, and has been used for the evaluation of the contents of trucks, containers, cargo, and passenger vehicles to determine the possible presence of many types of contraband. In the past, however, cargo inspection systems have only had two-dimensional capabilities, and human operators made most of the measurements. But if we could build an accurate geometry model for the gamma-ray imaging system, which turns out to be a linear pushbroom scanning sensor ${ }^{3}$, accurate three-dimensional (3D) measurements of objects inside a cargo container can be obtained when two such scanning systems with different scanning angles are used to construct a linear pushbroom stereo system. The 3D measurements add more value to today's cargo inspection techniques, as indicated in some online reports ${ }^{5,6,7}$.

Pushbroom images (or mosaics, when generated from video sequences) with parallel-perspective projections are very suitable for such surveillance and/or security applications where the motion of the camera has a dominant translational direction. Examples include satellite pushbroom imaging ${ }^{3}$, airborne video surveillance ${ }^{19,20}, 3 \mathrm{D}$ reconstruction for imagebased rendering ${ }^{1}$, road scene representations ${ }^{17,18}$, under-vehicle inspection ${ }^{2,10}$, and 3D measurements of industrial parts by an X-ray scanning system ${ }^{4,12}$. A pushbroom image/mosaic is a parallel-perspective image, which has parallel projection in the direction of the camera's motion and perspective projection in the direction perpendicular to that motion. A pair of pushbroom stereo images/mosaics can be used for both 3D viewing and 3D reconstruction when they are obtained from two different oblique viewing angles. An advantageous feature of the pushbroom stereo is that depth resolution is independent of depth ${ }^{1,19}$. This advantage can be further explained when the pushbroom stereo images are generated from a video sequence ${ }^{19,20}$. Since a fixed angle between the two sets of parallel viewing rays is selected for
generating the stereo mosaics, for any point in the left mosaic searching for the match point in the right mosaic means virtually finding an original frame in which this matched pair has a fixed disparity and an adaptive baseline, depending on the depth of the point. Therefore, better depth resolution could be achieved than with perspective stereo or the recently developed multi-perspective stereo with circular projection ${ }^{9,13,14}$, given the same image resolution. We note that multi-perspective stereo with circular projection that is based on wide-baseline line cameras can achieve quite accurate depth resolution for far-range airborne scenes ${ }^{9}$. However in such a configuration, depth resolution is still proportional to the square of depth, therefore depth accuracy varies for the cargo inspection case with large depth variations. In addition, the circular motion that is required is not the best form for scanning long cargo containers.

In this paper, issues on 3D measurements using a linear pushbroom stereo system are studied for gamma-ray cargo inspection ${ }^{15}$. The closest work to ours is the x-ray metrology for industrial quality assurance ${ }^{4,12}$. However, to our knowledge, our paper presents the first piece of work in using linear pushbroom stereo for 3D gamma-ray or X-ray inspection of large cargo containers, with fast and fully-automated 3D measurements. This paper uses the gamma-ray scanning images provided by the Science Applications International Corporation (SAIC) ${ }^{15}$. However, the algorithms developed in this paper can be used for pushbroom images acquired by X-ray or other scanning approaches as well.

This paper is organized as follows. Section 2 introduces the geometry of the pushbroom scanning sensor model. In Section 3, the geometry of the pushbroom stereo system is developed. Then in Section 4, a calibration method is proposed to find the important parameters of the sensor model. In Section 5, a fast and automated stereo matching algorithm is developed considering both the radiographic and geometric properties of gamma-ray stereo images. A user interface is designed to visualize the 3D measurements of objects in interests. Finally, in Section 6, we conclude our work and discuss a few future directions in both research and applications.

## 2. $\gamma$-RAY LINEAR PUSHBROOM SENSOR MODEL

The system diagram of the gamma-ray cargo inspection system is shown the bottom-left corner of Figure 1. A 1D detector array of 256 NaI-PMT probes counts the gamma-ray photons passing through the vehicle/cargo under inspection from a gamma-ray point source. Either the vehicle/cargo or the gamma-ray system (the source and the detector) moves in a straight line in order to obtain a 2D scanning of gamma-ray images.

The geometry of the system is shown in Figure 1 (right). The 1D detector array geometry can be modeled by the wellknown perspective projection camera $X_{c} Y_{c} Z_{c}$ with the optical center at the location of gamma-ray source, and the 1D detector array in the vertical direction $v$ and at a distance $f$ along the optical axis $Z_{c}$ (i.e., $f$ is the focal length in pixels). Note that in the figure the image is drawn between the objects and the optical center for easy illustration. The scanning begins when the optical center of the sensor is at location $T=\left(T_{x}, T_{y}, T_{z}\right)$ in the world coordinate system $o-x y z$. The angle between the optical axis $\left(T Z_{c}\right)$ of the sensor and the $o z$ axis of the world coordinate is $\theta$. We assume there are no tilt and roll angles between the two coordinate systems. The sensor moves at a constant speed $S$ (feet per scan) in the direction of the x -axis, so the velocity vector represented in the camera coordinate system $X_{c} Y_{c} Z_{c}$ is $V=\left(V_{x}, V_{y}, V_{z}\right)=(S \cos \theta, 0, S \sin \theta)$. The center of the linear image in the $v$ direction is defined by a vertical offset $p_{v}$. Putting all of these into the linear pushbroom projection equation formulated by Gupta \& Hartley $(1997)^{3}$, we have the relationship between a 3D point $(x, y, z)$ in the world coordinate system and its image point $(u, v)$ as
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This linear pushbroom equation leads to the following two simpler equations


Figure 1. Linear pushbroom sensor model. A gamma-ray cargo inspection system (Courtesy SAIC, San Diego, CA, USA) that can be modeled by linear pushbroom geometry is show in the bottom-left corner of the figure.


Figure 2. Real gamma-ray images with three different scanning angles (a) zero (b) ten and (c) twenty degrees (Courtesy SAIC, San Diego, CA, USA). Each image has a size of $621 \times 256$ pixels, i.e., 621 scans of the 256-pixel linear images. The stereo visual displacements, particularly the back surface of the cargo container, are obvious by comparing the three images.

$$
\begin{equation*}
u=\frac{x-T x-(z-T z) \tan \theta}{S} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
v=f \cos \theta \frac{y-T y}{z-T z}+p_{v} \tag{2}
\end{equation*}
$$

Note that the pushbroom scanning system has parallel projection in the $u$ direction (Eq. (1)), but has perspective geometry in the $v$ direction (Eq. (2)). Figure 2 shows three real gamma-ray images, with three different scanning angles zero, ten and twenty degrees, respectively. Each image has a size of $621 \times 256$ pixels, i.e., 621 scans of the 256-pixel linear images.

## 3. $\gamma$-RAY LINEAR PUSHBROOM STEREO

A dual-scanning system is a linear pushbroom stereovision system. It can be constructed with two approaches: two linear pushbroom scanning sensors with different scanning angles, or a single scanning sensor to scan the same cargo twice with two different scanning directions. For a 3D point $(x, y, z)$, its image correspondences in the stereo pair can be represented by

$$
\begin{align*}
& u_{k}=\frac{x-T_{x k}-\left(z-T_{z k}\right) \tan \theta_{k}}{S_{k}} \\
& v_{k}=f_{k} \cos \theta_{k} \frac{y-T_{y k}}{z-T_{z k}}+p_{v_{k}}
\end{align*} \quad(\mathrm{k}=1,2)
$$

Therefore the depth of the point can be recovered as

$$
\begin{equation*}
z=\frac{d-d_{0}}{\tan \theta_{1}-\tan \theta_{2}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
d=S_{2} u_{2}-S_{1} u_{1} \tag{5}
\end{equation*}
$$

is the visual displacement (measured in feet) of the point $(x, y, z)$ measured in the pair of stereo images, and

$$
d_{0}=\left(T_{x 1}-T_{z 1} \tan \theta_{1}\right)-\left(T_{x 2}-T_{z 2} \tan \theta_{2}\right)
$$

is the fixed offset between two images. In Figure 2, the visual displacements, particularly the back surface of the cargo container, are obvious by comparing these three images. Note that Eq. (4) is acquired by only using the $u$ coordinates of the stereo images (Eq. (5)). Further, the depth of any point is proportional to its visual displacement in the stereo pair, therefore the depth resolution is independent of depth.

After the depth is obtained via the pushbroom stereo, the $x$ and $y$ coordinates of the point can be calculated from one of the two images, for example

$$
\begin{align*}
& x=u_{1} S_{1}+z \tan \theta_{1}+T_{x 1}-T_{z 1} \tan \theta_{1} \\
& y=\frac{\left(v_{1}-p_{v 1}\right)\left(z-T_{z 1}\right)}{f_{1} \cos \theta_{1}}+T_{y 1} \tag{6}
\end{align*}
$$

## 4. SENSOR CALIBRATION

In order to use two scanning systems to calculate 3D information, we need to calibrate each scanning the system first. For each scanning setting, the following parameters are required for 3D estimation: the focal length $f$, the image center $p_{v}$, the scanning angle $\theta$, the scanning speech $S$, and the initial sensor location $\left(T_{x}, T_{y}, T_{z}\right)$. In order to fulfill this task, we need to know a set of 3D points $\left\{\left(x_{i}, y_{i}, z_{i}\right)\right\}$ and their corresponding image points $\left\{\left(u_{i}, v_{i}\right)\right\}, i=1,2, \ldots, N$. Our calibration method only needs to know the dimension of the container, which is

$$
\text { length }(x) * \operatorname{height}(y) * \operatorname{depth}(z)=20 * 8 * 8\left(\mathrm{ft}^{3}\right) .
$$

in the example of Figure 2. Then we locate the 8 vertices of the rectangular container (refer to Figure 1) in each gammaray image by manually picking up the 8 corresponding image points.

An interesting property of the linear pushbroom sensor is that Eq. (1) and Eq. (2) can work independently. Therefore, in calibrating the sensor, we first obtain the "parallel projection parameters" in Eq. (1) and then the "perspective projection parameters" in Eq. (2). Eq. (1) can be turned into a linear equation with three unknowns, i.e., $S$, $\tan \theta$ and $T_{x}-T_{z} \tan \theta$ :

$$
\begin{equation*}
u_{i} S+z_{i} \tan \theta+\left(T_{x}-T_{z} \tan \theta\right)=x_{i} \tag{7}
\end{equation*}
$$

Given more than three pairs of points $(i=1,2, \ldots, N$ where $N \geq 3$ )., we can solve the linear system to find the three unknowns by using the least square method. Similarly, Eq. (2) leads to a linear equation with five unknowns, i.e. $f, f T_{y}$, $p_{v}, p_{v} T_{z}$ and $T_{z}$ :

$$
\begin{equation*}
\left(y_{i} \cos \theta\right) f-\cos \theta\left(f T_{y}\right)+z_{i} p_{v}-\left(p_{v} T_{z}\right)+v_{i} T_{z}=v_{i} z_{i} \tag{8}
\end{equation*}
$$

With the known $\theta$ and given more than five pairs of points ( $i=1,2, \ldots, N$ where $N \geq 5$ ), we can solve the linear equation system. Note that from Eq. (7) we can only find the values of the speed $S$ and the angle $\theta$ and a combined parameter $T_{x^{-}}$ $T_{z} \tan \theta$. Nevertheless, this is sufficient for obtaining the depths of points using Eq. (4). Table 1 shows the results of the "parallel parameters" for all the three settings corresponding to images a, b, and c in Figure 2. All the rest of the parameters, including $T x$, can be obtained after solving Eq. (8), in order to calculate the $x$ and $y$ coordinates of 3D points by using Eq. (6). Table 2 shows the "perspective parameters" and the $T_{x}$ values for all the three settings.

Table 3 shows the 3D measurements using the image point pairs used for calibration between two views, the ten-degree and the twenty-degree images. The purpose is to examine the accuracy of the pushbroom stereo modeling and calibration results. The numbers of the points listed in Table 3 are labeled in Figure 1 for comparison. For the container with a dimension of $20 \times 8 \times 8 \mathrm{ft}^{3}$, the average errors in depth z , length x and height y are $0.064 \mathrm{ft}, 0.033 \mathrm{ft}$ and 0.178 ft respectively, indicating that the pushbroom modeling and calibration is accurate enough for 3D measurements. Note that the accuracy of the estimation in Table 3 only reflects the errors in sensor modeling and calibration. No image localization errors are included. The depth error $\delta z$ introduced by image localization error $\delta u$ can be estimated as the first derivative of $z$ with respect to $u$ using Eqs. (3) and (4), that is

$$
\begin{equation*}
\delta z=\frac{S}{\tan \theta_{1}-\tan \theta_{2}} \delta d \tag{9}
\end{equation*}
$$

In Eq. (9) we assume that two scans share the same speed (i.e. $s_{1}=s_{2} \underline{\underline{\Delta}} \quad s$ ), which are almost true for our example in Figure 2 (see Table 1). In this example, one-pixel image localization error introduces an error of 0.254 ft in depth estimation, using the parameters listed in Table 1. We have three notes about the calibrations results.
(1) The parallel parameters estimation: the estimated speeds for scanning the three images are almost the same ( $\mathrm{S}=$ $0.0456-0.0458$ ), and the angles obtained are very close to the parameters provided by SAIC, i.e., 0,10 and 20 degrees.
(2) The perspective parameters estimation: the three sets of parameters, including the focal lengths, the image centers, and the camera initial locations are consistent with each other.
(3) The parallel parameters are more accurate than the perspective ones due to fewer parameters in calibration and no inter-dependency among unknowns in the former, whereas three of the five unknowns in Eq. (8) are not independent, thus creating larger errors in the estimations of the $y$ coordinates than the $x$ coordinates (Table 3). In solving Eq. (8) using SVD, we found that the one of the four singular values of the matrix $\mathbf{A}^{\mathbf{T}} \mathbf{A}$ is almost zero, where $\mathbf{A}$ is the coefficient matrix of the linear system of Eq. (8). Therefore, the pseudo inverse of matrix $\mathbf{A}^{\mathbf{T}} \mathbf{A}$ was used.

Table 1. Parallel projection parameters

| Img | $S(f t /$ pixel $)$ | $\tan \theta$ | $\theta($ degrees $)$ | $T_{x}-T_{z} \tan \theta$ |
| :--- | :--- | :--- | :--- | :--- |
| a | 0.04584 | 0.00143 | 0.0821 | -7.398 |
| b | 0.04566 | 0.16552 | 9.3986 | -7.283 |
| c | 0.04561 | 0.34493 | 19.031 | -7.309 |

Table 2. Perspective projection parameters

| Img | $F(p x l)$ | $T_{v}(f t)$ | $p_{v}(p x l)$ | $p_{v} T_{z}$ | $T_{z}(f t)$ | $T_{x}(f t)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| a | 427.78 | -0.41558 | 21.148 | -177.78 | -14.815 | -7.419 |
| b | 441.24 | -0.42881 | 17.787 | -191.78 | -15.141 | -9.789 |
| c | 456.18 | -0.41037 | 19.250 | -198.03 | -15.000 | -12.48 |

Table 3. 3D measurements of the test points

| $N o$ | $X$ | $Y$ | $Z$ | $d X$ | $d Y$ | $d Z$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | -0.033 | -0.179 | -0.063 | -0.033 | -0.179 | -0.063 |
| 1 | 20.033 | -0.177 | 0.063 | 0.033 | -0.177 | 0.063 |
| 2 | 19.967 | -0.152 | 7.936 | -0.033 | -0.152 | 0.064 |
| 3 | 0.033 | -0.204 | 8.064 | 0.033 | -0.204 | 0.064 |
| 4 | -0.033 | 7.787 | -0.063 | -0.033 | -0.213 | -0.063 |
| 5 | 20.033 | 7.856 | 0.063 | 0.033 | -0.144 | 0.063 |
| 6 | 19.967 | 7.799 | 7.936 | -0.033 | -0.201 | 0.064 |
| 7 | 0.033 | 7.844 | 8.064 | 0.033 | -0.156 | 0.064 |

## 5. STEREO MATCHING AND 3D VISUALIZATION

### 5.1. Automatic stereo matching

The gamma-ray images in cargo inspection are similar to those X-ray images generated by a medical imaging system. Therefore registration techniques using in medical images ${ }^{11,16}$ could be employed for our application. We adapt a freeform deformation registration method ${ }^{11}$ for our gamma-ray stereo matching. There are several advantages of this method. First, it is automatic: it is a voxel based registration method (i.e., pixel based in our case of 2D images) so it does not require any feature extraction and can be done fully automatically. Second, it is fast: it is capable to find local deformation, i.e., the displacement field for each voxel (pixel), and hence a global minimization can be conducted efficiently via calculus of variations ${ }^{8,16}$.

The free-form deformable registration problem ${ }^{11}$ is described as finding the displacement field of an image that minimizes an energy function. The energy function is composed of not only the similarity of intensities of two images, but also the smoothness of the displacement field.

Let $A(\mathbf{u})$ be the reference image and $B(\mathbf{u})$ be the target image, the displacement is defined as a mapping from the domain $A$ to the domain $B$ :

$$
\begin{equation*}
\mathbf{d}_{\mathbf{u}}: \mathrm{A} \rightarrow \mathrm{~B} \tag{10}
\end{equation*}
$$

So that a point $\mathbf{u}=\left(u_{1}, u_{2}\right)=(u, v)$ in the reference image moves to $\mathbf{u}+\mathbf{d}_{\mathbf{u}}(\mathbf{u})$ in the target image. The energy function is defined as

$$
\begin{equation*}
\varepsilon\left(\mathbf{d}_{\mathbf{u}}\right)=\int_{\mathbf{u} \in \Omega^{2}}\left[R^{2}\left(\mathbf{u}, \mathbf{d}_{\mathbf{u}}\right)+\lambda \sum_{i=1}^{2} \sum_{j=1}^{2}\left(e_{i j}\right)^{2}\right] d \mathbf{u} \tag{11}
\end{equation*}
$$

Here $R\left(\mathbf{u}, \mathbf{d}_{\mathbf{u}}\right)=B\left(\mathbf{u}+\mathbf{d}_{\mathbf{u}}\right)-A(\mathbf{u})$ is the residual between the two images, $\lambda$ is a constant weight, and $e_{i j} \equiv \frac{\partial d_{u_{i}}}{\partial u_{j}} \quad(i=1,2 ; j=1,2)$ is the partial derivative of the displacement vector which describes how smooth the movement is around a pixel.

The method tries to minimize the difference of the intensity while maintains the smoothness of the displacement fields at the same time. We can see that when $R^{2}$ is small, the energy is dominated by summation of the squares of the partial derivatives of the displacement vector, yielding a slowly varying field.

Since the energy function is a function of variables $\mathbf{u}, \mathbf{d}_{\mathbf{u}}$ and $\frac{\partial \mathbf{d}_{\mathbf{u}}}{\partial \mathbf{u}}$, by using the calculus of variations ${ }^{8,16}$, the displacement field can be found by solving the following Euler-Lagrange equation,

$$
\begin{equation*}
\lambda \nabla^{2} \mathbf{d}_{\mathbf{u}}-R\left(\mathbf{u}, \mathbf{d}_{\mathbf{u}}\right) \frac{\partial R\left(\mathbf{u}, \mathbf{d}_{\mathbf{u}}\right)}{\partial \mathbf{d}_{\mathbf{u}}}=0 \tag{12}
\end{equation*}
$$

where $\frac{\partial R\left(\mathbf{u}, \mathbf{d}_{\mathbf{u}}\right)}{\partial \mathbf{d}_{\mathbf{u}}}$ is the gradient vector field of the deformed image. Then a finite difference scheme is used to solve this nonlinear elliptic partial differential equation, and Newton iteration is applied to update the displacement at each iteration, as

$$
\begin{equation*}
d_{u \kappa}^{\text {new }}=d_{u \kappa}^{\text {old }}+\frac{L_{\kappa}^{\text {old }}}{\lambda+\left(g_{\kappa}^{\text {old }}\right)^{2}}, \kappa=1,2 \tag{13}
\end{equation*}
$$

Here $L_{\kappa}=\lambda \nabla^{2} d_{u \kappa}-\left[B\left(\mathbf{u}+\mathbf{d}_{\mathbf{u}}\right)-A(\mathbf{u})\right] g_{\kappa}\left(\mathbf{u}+\mathbf{d}_{\mathbf{u}}\right)$, and $g_{\kappa}$ is the gradient in the $\kappa$ 's dimension $(\kappa=1,2)$ of the image $B$ at location $\mathbf{u}+\mathbf{d}_{\mathbf{u}}$.

Multi-resolution technique is applied in our implementation. It can be viewed as a systematic way for structuring local information into global information in order to deal with the gamma-ray images that lack salient visual features. Using a multi-resolution technique also overcomes the limitation of a one-resolution approach in handling large displacements using the free-form deformable registration method. In the multi-resolution registration, large displacements can be found computationally efficiently at coarse level, even with low accuracy, which is later refined with the finer resolution calculation.

Four layers of image resolutions are used in our implementation: $621 \times 256,310 \times 128,155 \times 64$ and $77 \times 32$. From coarsest level to the finest resolution, the number of iterations to find the displacements at each level are $128,64,32$ and 16 ,
respectively. After registration at a lower level is done, the displacements at this level then are up-sampled and scaled to the next higher resolution level and to be used as the initial displacements for that level.


Figure 3. Pushbroom stereo matching. In each of columns (1) and (2): (a) reference image $A(u)$, (b) target image $B(u)$, (c) "depth" map of the selected window (shown in yellow in a), and (d) the target image warped to reference image, $B\left(u+d_{u}\right)$. In the two depth maps, invert offsets are shown, i.e., the brighter points are closer to the sensor. The corresponding pairs of contours that are interactive selected are shown in (a) and (b).

We also utilize the epipolar geometry constraint of the pushbroom stereo system in our matching algorithm. In a stereo imaging system, the displacement vector of a point should be on the point's epipolar line. The epipolar lines of a stereo pair from the linear pushdown stereo scanning system are approximately horizontal scanlines (i.e., $v_{l} \approx v_{2}$ in Eq. 3). Thus in the multi-resolution registration process, we limit the displacement vector to be one-dimensional in the horizontal direction (i.e., along the x-axis) at all levels except the finest resolution level. At the finest resolution level, we allow offset of $+2 /-2$ pixels at the vertical direction (i.e., along the $y$-axis) to account for geometric errors in sensor setup and sensor calibration.

The whole registration process takes less than 10 seconds on a Pentium-M 1.5 GHz laptop. Once it is done, the displacement vectors for all points on the reference image are obtained. Since we have displacement vectors for each point on the image, we can generate a "depth" map for a stereo pair. Figure 3 shows the stereo matching results for two pairs of gamma-ray images, the pair of the zero- and ten-degree images, and the pair of the ten- and twenty-degree images. Since the depth $z$ of the point is proportional to the offset ( $d$ in Eq. 5 and $d_{u}$ in Eq. 10) along the x-axis, we directly use $d_{u}$ for showing the depth map (Figure 3c). Areas with high contrasts (such as object boundaries) have more accurate matching results, whereas areas with less contrast turn to have smaller offsets in the estimated results. In addition, since the algorithm also smoothes out the displacements in the global minimization process, the depth maps turn to be smooth. Figure 3d shows the results of warping the target images to the corresponding reference images using the estimated displacement vector fields. The performance of the stereo matching algorithm, particularly at locations with sufficient contrasts, can be seen by comparing Figure 3a and Figure 3d.

After the depth map of a stereo pair is generated, our interactive program allows us to pick up lists of points in a reference image, and show the contour along these points in the reference image and the contour along the corresponding points in the target image, side by side. In Figure 3a and Figure 3b, the pairs of colored contours show the accuracy of those points on the boundaries of objects - the roof of the cargo container, and three objects inside the container. Note that those correspondence points are found automatically by our stereo matching algorithm.

Studying the gamma-ray/X-Ray imaging principle will be helpful in better understanding the problem in stereo matching. Penetration of gamma-ray/X-ray can be described by the following equation:

$$
\begin{equation*}
I^{o u t}=I^{\text {in }} e^{-\mu d x} \tag{14}
\end{equation*}
$$

where $I$ is the energy strength and $\mu$ is the attenuation of the material the ray pass through and $d x$ is the distance that between the point the ray goes in and the point the ray goes out. The penetration of X-ray energy is exponential decay with distance and attenuation. Thus the resulting intensity for a single point that the detector received from the two scans of different angles would vary. Therefore our stereo matching algorithm works better at those points on the boundaries of unblocked objects since the attenuation of the materials the rays pass through would be consistent between two different views.

### 5.2. 3D estimation and visualization

We have also developed a 3D measurement and visualization procedure for measuring and visualizing those objects in interests. The reconstructed 3D structures of those contour points that are picked up by a user in the stereo matching stage are rendered as wire frames in 3D. For each set of points that are selected for 3D measurements and visualization, a connected 3D line-frame representation is generated. Figure 4 shows several views of the 3D frame representation of the four point sets obtained in Figure 3 for the stereo pair of the ten- and twenty-degree images. The black rectangular frame is the reconstruction of the cargo container using the calibration image data. The red line frames are generated from the 3D measurements by the automated stereo match algorithm. It is clearly shown that the automated stereo matches provide very good 3D measurements for the cargo container and the objects inside.

With the 3D visualization, 3D measurements of sizes and shapes, for example, are made simple by using the most convenient views. Further object measurements and identification will be our future work.


Figure 4. 3D measurements and visualization of objects inside the cargo container. The black rectangular frames show the cargo container constructed from the test data in Table 3. The red lines (with stars) show the 3D estimates from automated stereo matches, for the cargo container and three objects inside.

## 6. CONCLUSIONS AND DISCUSSIONS

In this paper we present a practical approach for 3D measurements in gamma-ray (or X-ray) cargo inspection. The linear pushbroom sensor model is used for the gamma-ray scanning system. Thanks to the constraints of the real scanning system, we model the system by using a linear pushbroom model with only one rotation angle instead of three. This greatly simplifies the calibration procedure and increases the robustness of the parameter estimation. Using only the knowledge of the dimensions of the cargo container, we can automatically calibrate the sensor and find all the sensor parameters, including the image center, the focal length, the 3D sensor starting location, the viewing direction, and the scanning speed. The sensor modeling and calibration is accurate enough for 3 D measurements.

Then, a fast and automated stereo matching algorithm based on the free-form deformable registration approach is proposed to obtain 3D measurements of objects inside the cargo. With both the automatic matching procedure and the interactive 3D visualization procedure, we hope that the 3D measurements for cargo inspection could be put into practical use.

We have made the first attempt to use pushbroom stereo for 3D gamma-ray/x-ray cargo inspection. We want to pursue this research in two directions. First, we are actively seeking collaboration with cargo inspection vendors to implement more tests on real data in real deployments. By doing this we will obtain much important information that was not available when doing the current experiments, e.g. the real parameters of the sensor setting, the ground truth data of the objects under inspection. Second, we will continue our study on gamma-ray stereo matching algorithms. Most of the algorithms in literature of stereo vision work well only for normal visible images. We have tried the deformable registration method originally developed for medical imaging applications to this new application. However, more work needs to be done to obtain dense and more accurate 3D information, particularly for small, concealed 3D objects. The knowledge of physics and optics in generating the radiographic images could be very helpful in advancing this direction of research.
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