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Abstract
Projection systems can be used to implement augmented
reality, as well as to create both displays and interfaces
on ordinary surfaces. Ordinary surfaces have varying re-
flectance, color, and geometry. These variations can be ac-
counted for by integrating a camera into the projection sys-
tem and applying methods from computer vision. The meth-
ods currently applied are fundamentally limited since they
assume the camera, projector, and scene are static. In this
paper, we describe a technique for photometrically adap-
tive projection that makes it possible to handle a dynamic
environment.

We begin by presenting a co-axial projector-camera
system whose geometric correspondence is independent
of changes in the environment. To handle photometric
changes, our method uses the errors between the desired
and measured appearance of the projected image. A key
novel aspect of our algorithm is that we combine a physics-
based model with dynamic feedback to achieve real time
adaptation to the changing environment. We verify our al-
gorithm through a wide variety of experiments. We show
that it is accurate and runs in real-time. Our algorithm can
be applied broadly to assist HCI, visualization, shape re-
covery, and entertainment applications.

1 Camera Assisted Projection
The recent availability of cheap, small, and bright projectors
has made it practical to use them for a wide range of appli-
cations such as creating large seamless displays [8, 11, 12,
25] and immersive environments [5, 21]. By introducing a
camera into the system, and applying techniques from com-
puter vision, the projection system can operate taking its en-
vironment into account. For example, it is possible to allow
users to interact with the projected image creating projected
interfaces [1, 10, 24]. The camera can assist projection by
taking into account distortions due to surface geometry [18,

19], or eliminate shadows cast on the projected image [9,
22]. The camera can also assist projection by color correct-
ing a homogeneous colored surface [6], or by correcting for
spatially varying color and texture [14, 3]. Related methods
have been applied to improve the recovery of 3D geometry
from structured light [4], to neutralize the appearance of a
painting [2], to restore color-damaged paintings [26], and to
control the appearance of 3D objects [7].

All previous work that takes into account both geomet-
ric and photometric properties of projection has assumed
both a static scene and projection system. The assump-
tion that the scene and system remain static is very restric-
tive. This is especially true when we consider recently pre-
sented applications that require hand-held or mobile pro-
jection systems such as iLamps and RFIG Lamps [18,
20]. Even when the projector is not mobile, there are
systems that use computer-controlled motors to steer the
projected image onto any surface in an environment [13,
16]. For applications in which the projector is fixed, the
scene may be dynamic, such as with illuminating clay (a
3D tangible interface) [17]. It is thus critical for projector-
camera systems to be able to take into account both geomet-
ric and photometric changes.

One approach that was proposed to handle photometric
changes is direct dynamic feedback from the camera for
each pixel [14]. This method requires several frames to con-
verge, limiting its use to projecting static images on static
scenes. A method for projection of video on static scenes
was proposed in [7, 14] using a photometric model. The pa-
rameters of this model are determined off-line by projecting
and capturing a sequence of calibration images. Arbitrary
images (video) are then compensated on-line, before pro-
jection, using the same model; the model is valid as long
as the scene remains static. Whenever the scene changes,
however, the calibration images must be re-projected mak-
ing this method impractical in a dynamic environment.

In this work, we present a novel hybrid method which
combines a model based approach with dynamic feedback

Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR’05) 

1063-6919/05 $20.00 © 2005 IEEE 



to adapt photometric compensation for projection in dy-
namic environment. The model we introduce is an approxi-
mation that separates the effects of the projector and camera
from those of the scene. We present a method that, after a
one-time initial calibration, can adapt the model using only
the errors between the desired and measured appearance of
the projected image. Unlike vision methods such as optical
flow, we do not rely on spatial variations in the reflectance
of the surface or the presence of features. This purely pho-
tometrically based method allows us to determine the cor-
rect adaptation in a single frame, providing a rapid means to
detect and adapt to apparent changes in surface color. This
allows projection of video on a dynamic scene. We also pro-
vide a simple means to account for the surface shape when
determining the correct image to project. Previous projec-
tion methods either assumed the surface shape to be known
or had to recover it actively. This is particularly difficult for
a dynamic scene. We present a projection system whose ge-
ometry is independent of the surface. Thus, after making a
single off-line geometric calibration, the geometry remains
correct even as the environment changes.

2 Projector-Camera Correspondence
A fundamental assumption we make is that the camera is
a proxy for the viewer. That is, if the image looks correct
to the camera, we will assume it looks correct to a viewer.
Hence, our goal is to be able to determine the input bright-
ness at a given pixel to achieve a desired captured bright-
ness. As a first step we must determine the geometric map-
ping between points in the projected image and the captured
image. Determining this relationship, in general, is difficult.
The 3D shape of the surface can create parallax between the
projector and camera, which will affect the map. More se-
riously, due to occlusion or non-overlapping fields of view,
parallax between projector and camera can make correspon-
dence impossible.

We avoid these correspondence problems altogether, by
designing a system in which the mapping between the pro-
jected and captured images is scene-independent. We ac-
complish this by making the optics of the projector and the
camera coaxial. Note that a similar approach was taken for
the I/O bulb (co-located projector and camera) [24]. Our
compact system is designed to be a simple attachment to
an off-the-shelf projector. We place the beam-splitter in
front of both the camera and projector lenses, as shown in
Fig. 1(a). A prototype system using a FireWire camera is
shown in Fig. 1(b). This configuration ensures that all sur-
faces visible to the camera can also be projected upon; there
is no possibility of occlusion and no parallax. To compute
the correspondence between the camera and the projector, a
sequence of binary coded images is projected and captured.
Since the geometry of the system does not depend on the
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Figure 1: A coaxial projector-camera system. (a) A schematic of
the system. (b) A prototype system.

Captured Projected Surface

(a)

(b)

Figure 2: Verification of geometric scene-independence. (a) A
test pattern projected onto a curved vase. (b) One frame from a
sequence in which an object moves.

scene, once the system is calibrated, it does not need to be
re-calibrated.

We verified that our system is scene-independent by pro-
jecting and capturing binary coded checkerboard patterns.
The coding allowed us to rapidly obtain the correspon-
dences for all points. Fig. 2(a) shows results for a pat-
tern projected onto a curved vase. The captured image is
essentially identical to the projected pattern, even though
points of the surface have varying depths from the system.
The resulting RMS error of the recovered mapping was less
than 0.54 pixels. Thus we obtain an accurate projector-
camera correspondence independent of the scene structure.
In Fig. 2(b) we see one frame of a sequence where an object
in the scene is moved around. Again, the alignment is not
effected by the motion. If the projector-camera system is
moved then our system’s geometric correspondence is also
preserved. Thus, by a simple modification of the optics we
have shown that we can make the system’s geometry inde-
pendent of the dynamic environment.

3 Photometric Model
We assume that the measured pixel value for a given chan-
nel is linear in irradiance and that the projector brightness
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PK is linear in its input.1 The brightness PK is modu-
lated by the spectral response wK(λ) for projector channel
K where λ is wavelength. If f(λ) is the irradiance on the
scene due to the environmental lighting then the irradiance
measured by the sensor is

CL =
∫ (

f(λ) + PK wK(λ)
)
s(λ) qL(λ) dλ , (1)

where s(λ) is the spectral reflectance of the surface and
qL(λ) is the camera spectral response for color camera
channel L. The integration is done over the visible spec-
trum, as in [7, 14]

We make a key approximation to the above model that
will allow us to adapt to dynamic surfaces. Suppose that
the projector and the camera each have three color chan-
nels (RGB). Our main assumption is that the reflectance of
the surface is effectively constant within each of the camera
bands so that

CL ≃ AL

∫ (
f(λ) + PK wK(λ)

)
qL(λ) dλ . (2)

The spectral curves recovered in [23] indicate that this as-
sumption is reasonable for many ordinary surfaces.2 Using
equation (2), we can write the model at each pixel com-
pactly using vectors and matrices as

C = A
(
F + VP

)
, (3)

where:

C =

⎡

⎣
CR

CG

CB

⎤

⎦, A =

⎡

⎣
AR 0 0
0 AG 0
0 0 AB

⎤

⎦ , F =

⎡

⎣
FR

FG

FB

⎤

⎦ ,

V =

⎡

⎣
VRR VRG VRB

VGR VGG VGB

VBR VBG VBB

⎤

⎦, P =

⎡

⎣
PR

PG

PB

⎤

⎦,

VLK =
∫

wK(λ) qL(λ) dλ ,

FL =
∫

f(λ) qL(λ) dλ .

The vector F is the contribution due to environmental
lighting, including the black level of the projector. The
interaction of the spectral responses of the projector and
camera are described by V, called the color mixing matrix.

1Most cameras have a non-linear response function. This may, how-
ever, be easily calculated off-line and inverted. The same is true for the
non-linear projector response. These responses typically do not change
dynamically.

2This assumption was also used in [4].

Note that this matrix is diagonal for narrow band responses.
Typically, the responses of cameras and projectors are wide
band and have large overlaps. Thus, we cannot assume V
is diagonal. The matrix V, however, can be calibrated once
since it is independent of the surface color. We can account
for changes in the surface color by modifying the surface
reflectance matrix A. Since A has only three parameters,
we will show we can adapt our model to a changing envi-
ronment by capturing a single frame.

4 Dynamic Adaptation
Equation (3) models projection and capture for a static en-
vironment. Over time t, both the surface reflectance ma-
trix A(t) and the environmental lighting F(t) can change in
a dynamic environment. To adapt to this change, our ap-
proach is to compensate the image using our current best
estimates of the model parameters. As the true parameters
change the current estimate becomes invalid. As a result of
using this estimate to compensate the projected image, the
captured image will differ from the desired image. The dif-
ference gives us three values per pixel (RGB) with which to
adapt our model parameters.

To adapt in a single frame, it is not possible to fully de-
termine both A(t) and F(t). We note that if the projector
is capable of performing compensation on textured and col-
ored surfaces, it must be considerably brighter than the en-
vironmental lighting. The change in environmental lighting
elements F(t) is typically very small in relation to VP in
equation (3). Thus, we will assume that F(t) ≈ F(0). We
can also assume the projector and camera parameters are
fixed so that V is constant with respect to time.

To model the change in the parameters from an initial
t = 0, we rewrite equation (3) as

C = Ã(t)
(
F̃(t) + ṼP

)
, (4)

where:

Ã(t) = A(t)(A(0))−1 =

⎡

⎢⎣
Ã(t)

R 0 0
0 Ã(t)

G 0
0 0 Ã(t)

B

⎤

⎥⎦ ,

F̃(t) = A(0) F(t) =

⎡

⎢⎣
F̃ (t)

R

F̃ (t)
G

F̃ (t)
B

⎤

⎥⎦ ,

Ṽ = A(0)V =

⎡

⎣
ṼRR ṼRG ṼRB

ṼGR ṼGG ṼGB

ṼBR ṼBG ṼBB

⎤

⎦ .

We use four uniform calibration images to determine the
parameters of equation (4) for t = 0. The first image we
project has a single low value of P for every pixel. This
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produces a uniform dark projector output image. The three
other images are obtained by changing each color input
channel K independently so that the output is P+∆P. For
example, suppose we only change the red channel. Using
the linearity of equation (4) the change in camera irradiance
∆C is given by ∆CK = ṼLK∆PK for L,K = R,G,B.
Thus, we can determine one column of Ṽ as

ṼRR =
∆CR

∆PR
, ṼGR =

∆CG

∆PR
, ṼBR =

∆CB

∆PR
. (5)

Similarly, the other two columns Ṽ are obtained by chang-
ing the input brightness for the green and blue projector
channels while keeping the others fixed. This is similar to
the method used in [14]. One critical difference is that in
[14] the off-diagonal elements were only determined rela-
tive to the diagonal elements because the response function
was unknown. Here, we have linearized the response of our
projector in advance. This allows us to determine all the
entries in the matrix Ṽ.

The recovery of Ṽ allows us to determine F̃(0). Since by
construction Ã(0) = A(0)(A(0))−1 = 1, we obtain from
equation (4)

F̃(0) = C − Ṽ P . (6)

Thus, We have computed all terms in equation (4) for t = 0.
For t > 0, we do not assume our environment to be

static. The environment can be dynamic. For example, the
projection system, the surface we project on, or both, may
move. It is not practical to repeatedly to project and cap-
ture calibration images. Projecting four calibration frames
repeatedly is irritating to the user. Instead, our algorithm
assumes that we compensate the projected image using our
previous estimates Ã(t−1) and F̃(t−1). If the desired cam-
era irradiance is C, to achieve this irradiance we project

P = Ṽ−1
(
(Ã(t−1))−1 C − F̃(t−1)

)
. (7)

The actual captured image C(t) is given by

C(t) = Ã(t)
(
F̃(t) + ṼP

)
, (8)

where Ã(t) and F̃(t) are unknown. The compensation re-
sults in errors represented by the difference C(t)−C. Using
our assumption that F̃(t) ≈ F̃(0), our new estimate for the
channel K of the diagonal reflectance matrix is

Ã(t)
K =

C(t)
K

CK
. (9)

The right hand side of this equation may be computed in
real time.

We need only apply the adaptation if we detect a sig-
nificant change. We can detect changes in the surface re-
flectance by setting a threshold for the error on the right of

equation (9). There is a one-frame lag between detecting
the need for adaptation and adapting the model.

Even when the model parameters are accurate, there are
limitations to the ability to compensate an image using pro-
jection. For example, any projector-based method for creat-
ing a display is limited by the dynamic range of the projec-
tor and the relative brightness of the environmental lighting.
Performance will also vary with the reflectance properties
of the material. Purely black, specular, or transparent sur-
faces create significant challenges for any projector-based
method. We will therefore assume that our surface has a
significant component of diffuse reflectance, although we
do not require it to be matte. Our system has an effective
dynamic range equal to the the ratio of the brightest uni-
form image we can achieve to the darkest. This ratio is large
enough to provide the desired appearance of an image pro-
jected onto a surface. In fact, current consumer projectors
are now bright enough that this is a reasonable assumption
in typical home or office settings for a wide variety of com-
mon surfaces.

We verify empirically that our adaptive method gives
good estimates of Ã and F̃ as compared with the estimates
we obtain using full re-calibration. We compared the dif-
ferences of each component ÃF̃ and ÃṼP in equation (4)
using both methods. We sampled 1,400 pixels from cap-
tured images where we projected on a wide variety of com-
mon surface materials such as paper, cloth and wood. Ta-
ble 1 shows the average error for the green channel, nor-
malized by 255 (the maximum gray-level). The worst case
P = 255 was assumed in order to compute the normal-
ized differences between ÃṼP determined using adapta-
tion, and using calibration images.

The average differences of ÃF̃ are less than 0.006, when
comparing adaption to calibration. This is equivalent to
about 1.5 gray-levels. The average differences of ÃṼP
are less than 0.03. The differences for the other channels
look similar. This confirms that the lighting term dominates
the reflectance term, justifying our assumption of effective
fixed lighting. Since the total differences are less than a
few gray-levels we conclude that our photometric adapta-
tion method gives a good approximation to results achieved
with full calibration.

5 Experimental Results
We evaluated our algorithm by projecting a variety of im-
ages in dynamic environments with colorful surfaces. In
our experiments, we used a Sony VPL-CS5 projector with a
resolution of 800x600 pixels and a Sony DXC 950 camera
with a resolution of 640x480 pixels. Images were sent to
the projector via an ATI Radeon VE display card and im-
ages from the camera were captured using Matrox Meteor
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materials 
average difference 

of FA
~~

average difference

of PVA
~~

paper 
cloth 
wood 

0.001 
0.006 
0.003 

0.03
0.03
0.01

Table 1: Comparison between the differences of ÃF̃ and ÃṼP
with adaptation and with full re-calibration (not adaptation). The
average differences (normalized by 255 gray-levels) for the green
channel with the worst case P = 255 are shown using some mate-
rials such as paper, cloth and wood. The differences for the other
channels look similar.

MAX error RMS error Desired
Brightness R G B R G B 

64 
128 
192 

5
7
10

4
4
7

5
9
16

1.42 
1.71 
2.58 

1.22
0.88
1.31

1.26
2.24
3.35

Table 2: Compensation accuracy for various desired brightness
values and across channels.

II frame-grabber. Our algorithm ran on a Windows PC with
Pentium IV (1.8 GHz) processor.

In our first experiment, the surface is static. The surface
is a sheet of paper with various colored patches, as shown
in Fig. 3(a). Onto this surface, we projected uncompen-
sated uniform gray images (gray-levels 64, 128 and 192).
The images shown Fig. 3(b) were captured from the cam-
era viewing this uncompensated projection. The compen-
sation images that must be projected to achieve a uniform
appearance were determined using the model obtained from
a full calibration and shown in Fig. 3(c). The result of pro-
jecting these images onto the surface is a uniform appear-
ance. The apparent surface pattern has vanished, as shown
in Fig. 3(d). Note that making a non-uniform surface ap-
pear uniform represents a worst case. This is because it is
typically easier to create a patterned appearance since the
pattern can mask flaws in the compensation.

The errors are fairly consistent across color channels as
we see from Table 2. The table also shows that the brighter
the desired projected image, the larger the errors in compen-
sation. This is largely due to the limited dynamic range of
the projector. Our compensation runs in real-time (30 fps).

For our next experiment we created a dynamic environ-
ment. Sheets of paper with different arrangements of color
patches were placed in a stack. By removing sheets in suc-
cession, we created a dynamic surface. The changing sur-
face was captured and the image sequence is shown (from
top to bottom) in Fig. 4(a). The top image in Fig. 4(b) shows
the captured image when an uncompensated uniform gray
image (gray-level 100) is projected on the surface. The re-
maining images in Fig. 4(b) show the result of projecting

(a) surface

(d) Compensated(c) Compensation (b) Uncompensated 

Figure 3: Evaluation of our system to make a surface with col-
ored patches appear uniform gray (gray-levels 64, 128, 192) by
projection of a compensation image.

the compensation images for the previous surface on cur-
rent one. The errors in these non-adapted images are signif-
icant and thus easily detected in our algorithm. The image
sequence in Fig. 4(c) shows the results of compensating us-
ing our photometric adaptation algorithm. The first image
is compensated using the initial calibration. The following
images use the non-adapted images in Fig. 4(b) to determine
the surface reflectance matrix A. Even though this adapta-
tion is only an approximation to the model that would be
obtained with the calibration images, the resulting compen-
sated images yield comparable results. A key point is that
once the surface reflectance matrix is determined, we can
project an arbitrary sequence of images in real-time with
minimal error. We only need to re-compute the surface re-
flectance matrix when the surface changes.

Figs. 5 and 6 show the maximum and RMS error re-
spectively, when using photometric adaptation to compute
compensation images for the sequence of surfaces in Fig. 4.
The compensation is effective and independent of the color
of the patch. Comparing the size of the errors from Table 3
with those from Table 2, we find roughly comparable per-
formance. This shows our photometric adaptation achieves
good compensation without the need to re-project calibra-
tion images. Our method provides real-time compensation
for a dynamic surface.

Fig. 7(a) shows a scene that moves during a projection.
Using projected calibration images, we see the results ob-
tained in using the recovered model parameters in Fig. 7(b).
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(c) Adapted(b) Non-adapted (a) Surface 

Figure 4: Evaluation of our photometric adaptation to create a
uniform gray appearance on a sequence of surfaces. The first com-
pensation image is determined using the calibration of the initial
surface. Subsequent images detect and use errors in compensation
when the surface changes to adapt and provide correct compensa-
tion.

If the same model parameters are used to compensate the
image as the scene object moves, the result is shown in
Fig. 7(c). Not only does the appearance degrade on the
moving object, but dis-occlusion of the background creates
a ghost where the object was. Our adaptation eliminates the
ghosts while correcting the projection on the moving object
as shown in Fig. 7(d). This is accomplished in real-time
without the need for re-projection of the calibration images.

As projectors become small it becomes possible to em-
bedded them in hand-held devices. This makes it critical to
be able to handle the projector system motion as shown in
Fig. 8(a). The result of the initial compensation is shown in
Fig. 8(b) obtained using calibration images. Without adap-
tation, the compensation performs poorly as the projector

red yellow green blue purple
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Figure 5: Comparison between maximum errors with and without
adaptation for each colored patch.
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Figure 6: Comparison between RMS errors with and without
adaptation for each colored patch.

MAX error RMS error Surface
Pattern R G B R G B 

1
2
3
4

5
7
9
12

4
5
5
6

5
6
7
10

1.03
1.20
1.38
2.04

1.05
1.01
1.05
1.01

1.11
1.23
1.34
1.59

Table 3: Compensation accuracy across channels using photo-
metric adaptation for a sequence of surfaces.

moves, creating ghosts as shown in Fig. 8(c). Once we ap-
ply our adaptation (as in Fig. 8(d)), we obtain a dramatic
reduction in artifacts.

Our adaptation method offers even greater advantages
for video. As illustrated in Fig. 9(a), part of the scene is
shifted up and to the left as the video plays. The captured
image shown in Fig. 9(b) makes it clear that using the cal-
ibrated model, the original surface pattern can be made to
disappear. Fig. 9(c) shows that the surface pattern becomes
visible on the building wall after the scene is moved. When
our photometric adaptation is applied, the pattern again van-
ishes. The desired result is shown in Fig. 9(d). We are
able to adapt the compensation without re-projection of cal-
ibration images. In contrast to model-less methods using
dynamic feedback, our compensation is independent of the
projected image [14]. Only those parts of the scene which
move need to be adapted. More importantly, the adaptation
on the moving elements is accomplished in a single frame.

The efficiency of our algorithm enables photometric
adaptation at frame-rate. By taking into account reflectance
variations on the surface, we ensure that the projected image
will be clear. We also are able to rapidly adapt our system
when the projected object and the projector are moved.

One application of our results is to aid projector-based
augmented reality and tangible interfaces. The use of pro-
jection makes it possible to create displays and interfaces on
real-world objects without altering the objects or requiring
the user to wear special equipment. Fig. 10 shows direct
annotation of objects on a desk. This is inspired by the con-
cept of an augmented desk interface [15], which provide us
to detect and recognize the user interaction with tangible
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(d) Adapted (c) Non-adapted 

(a) Surface (b) Compensated 

Figure 7: Results showing projection onto a scene in which an
object moves. (a) A picture moved in front of background. (b)
Initial compensation using calibration. (c) Motion without com-
pensation. (d) The result of adaptive compensation using our al-
gorithm.

objects. We show, for example, relevant information can be
projected onto the objects. When users place an envelope
on the desk, the annotations regarding an envelope appear
on it. As shown in Fig. 11, the projected annotations are
essentially invisible if the projection is not adapted to the
object’s reflectance. Once adaptation is applied, the annota-
tions become clear.

6 Conclusion

We have presented a method for photometric adaptive pro-
jection in dynamic environments. Our projector-camera de-
sign consists of a camera and beam splitter, which attaches
to an off-the-shelf projector. The co-axial design makes
geometric calibration scene-independent. Our photomet-
ric adaptation technique combines an efficient and accurate
photometric model with dynamic feedback. In this paper
we have described adapting the three parameters associated
with changing surface reflectance. If the surface reflectance
remains constant but the lighting changes significantly, it
is possible to modify our method to adapt to this kind of
change. In future work, we hope to investigate adapting to
changes in reflectance and lighting together, using the er-
rors from a sequence of frames. Our current method moves
beyond the limits of a static environment to make real-time
color compensation in a dynamic environment possible.

(d) Adapted (c) Non-adapted

(a) Surface (b) Compensated 

Figure 8: Compensation results where the projector is moved.
(a) Moving projector. (b) Initial compensation results. (d) results
without adaptation. (c) Result using our photometric adaptation.
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